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ABSTRACT KEYWORDS

Trust is essential for effective human-Al teaming, yet Al agents can violate trust Trust; trust repair; purpose;
through both performance failures and misaligned intentions. While prior work has cooperation; human-Al
emphasized performance-based errors, it remains unclear how violations of coopera- Mg

tive intent, purpose-based violations, impact trust and how trust can be repaired. To

address this, we designed a game-theoretic experiment manipulating both perform-

ance and purpose violations by an Al teammate pursuing a shared goal. We also

tested three trust repair strategies: no response, apology with explanation, and apol-

ogy with promise. Results showed that purpose-based violations elicited significantly

greater trust drop than performance-based ones. Moreover, an apology with explan-

ation was effective in repairing trust after purpose-based violations. These findings

underscore the importance of distinguishing between types of trust violations and tai-

loring repair strategies accordingly. Designers of Al teammates should consider inte-

grating informative explanations, especially when addressing goals misalignment, to

restore trust and support long-term collaboration.

1. Introduction

As artificial intelligence (AI) capabilities continue to advance, it has integrated into various fields, such
as transportation, manufacturing, healthcare, and daily social interactions (National Academies of
Sciences, Engineering, and Medicine, 2021). There is increasingly effort focusing on designing AI for
public goods (Floridi et al., 2020), such as connected autonomous vehicles (CAVs) for road safety and
traffic congestion (Y. Wang et al., 2020) and persuasive intelligent agent for social good (Fogg, 2002; X.
Wang et al.,, 2020). The relationship between human and AI has gradually shifted from a traditional
hierarchical supervisor-subordinate control to a horizontal peer-to-peer cooperation as a part of
human-autonomy teams (HAT) (National Academies of Sciences, Engineering, and Medicine, 2021;
O’Neill et al., 2022). In this team, trust has been identified as a crucial factor mediating reliance and
cooperation (Chiou & Lee, 2023; de Visser et al., 2020). Previous literature has identified and studied
various factors that influence people’s trust, such as reliability and predictability (Hoff & Bashir, 2015;
Lee & Moray, 1992; Lee & See, 2004). However, these identified factors predominantly focus on the
performance-based dimension of trust in the context of traditional supervisor-subordinate control
(Alarcon et al, 2024; Hoff & Bashir, 2015). When cooperating with AI, considering that trust is a
multidimensional construct, humans evaluate trust not only based on system performance, but also
consider the value alignment and goal conflicts (Li & Lee, 2022; Sasabuchi et al.,, 2017). These two
aspects can diverge: an Al teammate can perform well on the designed task, but with misaligned or
immoral intentions, or humans may be confident of Al teammate’s aligned goal but not in their cap-
ability to fulfill it (Malle & Ullman, 2021). However, there has been little attention given to the influ-
ence of AD’s purpose, particularly its cooperative goal and intent, on people’s trust in HAT.

Just like humans, Al teammates are also prone to errors. These errors can violate and decrease peo-
ple’s trust containing not only performance-, but also purpose-based dimensions. When trust violations
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happen in HAT, designing appropriate trust repair strategies can potentially mitigate the negative influ-
ences and avoid early phrase disuse (de Visser et al., 2020; Pak & Rovira, 2024). Given the limited
number of empirical studies examining purpose-based trust violations in the context of HAT, mixed
results have been found regarding the appropriate trust repair strategy to different type of trust viola-
tions. Consequently, a significant gap exists in systematically identifying appropriate trust repair strat-
egies for each type of trust violation and measuring their effects on different trust dimensions.

This paper aims to address two research questions: first, examining how people’s trust varies when
encountering performance-based versus purpose-based trust violations. Second, identifying effective
strategies for repairing these distinct trust violations. To explore these questions, we developed a game-
theoretic framework manipulating both performance- and purpose-related interactions between humans
and Al and designed appropriate trust repair strategies for the trust violations occur during the task.

2. Background
2.1. Trust in human-Al teams

Trust is defined as the attitude that an agent will help achieve a person’s goals in a situation character-
ized by uncertainty and vulnerability (Lee & See, 2004, p. 51). On the other hand, trustworthiness refers
to the attributes and characteristics of the agent, serving as the trustee, which significantly influence
trustors’ trust (Mayer et al., 1995). Trustors continuously calibrate their trust between their perceived
trustworthiness of an agent and its actual trustworthiness (Lee & See, 2004). Trustworthiness is a multi-
dimensional construct that can be described using different types of information. For interpersonal
trust, Mayer and colleagues defined three bases—“ability”, “integrity”, and “benevolence” to explain
trustworthiness (Mayer et al., 1995). For trust in automation, Lee and See (2004) redefined these three
bases as “performance”, “process”, and “purpose”. Performance corresponds to the ability factor, which
describes the system’s ability, capability, and competence. Process corresponds to the integrity factor,
representing the system’s mechanisms, principles, and algorithms used to accomplish its objectives. The
primary discrepancy between Mayer and Lee arises in the “benevolence/purpose” dimension. Mayer
et al. (1995) defined “benevolence” as the degree to which a trustee is seen as altruistic and as acting
without conflicting egocentric or profit-based motives. Automation, however, is typically perceived
without such intentions. Lee and See (2004) reconceptualized the “purpose” dimension as the degree to
which automation aligns with the designer’s intent. This shift from automation’s intent to designers’
intent highlights the major difference in the purpose dimension between interpersonal trust and trust
in automation. However, as automation and autonomy become increasingly seen as teammates, rather
than tools, there is a growing tendency for individuals to attribute agency and intent to the Al team-
mate, resembling the human-human trust (Malle & Ullman, 2021). Previous studies have shown that
when an agent performed immoral actions, such as cheating in the game, individuals attribute higher
intentionality and intelligence to the agent, rather than viewing immoral actions as mere malfunctions
(Short et al, 2010; Ullman et al, 2014). Effects of purpose-based interactions on people’s trust in
human-AT teams, especially when Al teammates make mistakes remain underexplored yet important in
HAT. In this study, we aimed to manipulate trustworthiness of Al teammates in trust violation events
and investigated their impacts on people’s trust.

2.2. Trust violations: Not only performance, but also purpose

Similar to humans, Al teammates can make errors during tasks, which can violate people’s trust. Trust
violation events are defined as “an action or inaction showing a misalignment between the observed
trustworthiness and trust with regard to a particular task or situation” (de Visser et al., 2020, p. 3; Pak
& Rovira, 2024). To design effective mitigation strategies, it is crucial to identify and categorize differ-
ent types of trust violations. As discussed in the section above, there are bases for trust in automation:
performance, process, and purpose. Previous research indicates that when manipulating these three fac-
tors, performance-based violation had the strongest effects, whereas the process- and purpose-based
trust violations did not show major distinction on people’s trust attitude (Alarcon et al., 2022). In other



INTERNATIONAL JOURNAL OF HUMAN-COMPUTER INTERACTION 3

words, people perceive process-based trust and purpose-based trust violations similarly. Furthermore,
in the literatures on human-robot interaction (HRI), trust violations are typically categorized into two
factors: competence (performance) and benevolence (purpose) (Sebo et al., 2019; Ullman & Malle,
2019). Therefore, to use a consistent taxonomy, this study focuses solely on two types of trust viola-
tions: performance-based and purpose-based.

Performance-based trust violations involve a mismatch between the observed AI capability and per-
formance and people’s estimation (de Visser et al., 2020). Previous research on trust in automation has
extensively studied the performance-based violations (Hoff & Bashir, 2015; Lee & Moray, 1992; Lee &
See, 2004). One of the major dominant factors influencing people’s trust is reliability. Reliability is
defined as consistency of an automated system’s functions and performance (Dzindolet et al., 2003;
Hoff & Bashir, 2015; Parasuraman & Riley, 1997). Notably, observing an error, especially towards the
end of the task, would lead to a significant drop in trust (Desai et al., 2013).

Purpose-based trust violations involve a misalignment between the estimated AI and people’s goal and
intent (Li & Lee, 2022). This extends the discussion beyond system reliability to include the agent’s goals
and intent. Based on Scholtz’s Goals, Intent, Action, Perception, and Evaluation model (Scholtz, 2003) and
Norman’s seven stages of interaction (Norman & Draper, 1986), goal is defined as what the team and indi-
viduals aim to achieve, and intent is defined as how individuals intent and plan to satisfy the goal (Ma
et al.,, 2022). In the traditional supervisory control, automation always assists human operators in achieving
operator’s goal (Lee & See, 2004; Parasuraman & Riley, 1997). However, with the shift toward autonomy,
a degree of agency and interdependence in communication and coordination become evident (O’Neill
et al., 2022; Ullman et al., 2014). In this paper, we argue that purpose-based trust violations are becoming
increasingly significant in human-AI teams due to the potential for goal misalignment and the misinter-
pretation of Al's intent and motives. As Al systems are often designed to align with societal objectives,
individual team members may prioritize personal goals over collective ones, leading to conflicts, especially
in complex decision-making scenarios (Simon, 1990; Xu et al, 2010). For example, in Connected and
Automated Vehicles (CAVs), individuals may override Al systems designed for energy efficiency, resulting
in traffic congestion (Li et al., 2023; Ringhand & Vollrath, 2018). Additionally, while AT’s goals are math-
ematically defined, people often project their own interpretations based on cultural and media influences,
which can lead to misunderstandings and affect trust on its purpose dimensions (Pataranutaporn et al,
2023). As a result, even without explicitly defined AI goals, societal context and media portrayals can lead
to misperceptions, affecting trust and cooperation with AI teammates (Crandall et al., 2018; Giith et al,
1997). These reasons underscore the importance of considering both purpose-based and performance-
based trust violations when assessing trust in HAT.

Performance and purpose-based trust violations can cause diverge trust: individuals may be confident
that an agent is capable of conducting the task but doubt its alignment with their goals, or they may trust
the agent’s purpose while lacking confidence in its ability to fulfill it (Malle & Ullman, 2021). Identifying
the distinct effects of these violations on trust is crucial. However, prior literature presents mixed results.
Perkins et al. (2022) found both types of violations reduced trust without comparing their differential
effects. Alarcon et al. (2022) showed that the performance-based violation had a stronger effect on people’s
trust. Sebo et al. (2019) found that purpose-based framing led to a greater trust decline and behavioral
retaliation. To resolve the conflicting results, this paper aimed to systematically control performance- and
purpose-based trust violations and identify their differential effects on people’s trust.

2.3. Trust repair: Identify appropriate strategy for different trust violations

When trust violations happen in HAT, designing appropriate trust repair strategies can mitigate the
negative influences and avoid early phrase disuse. Trust repair strategies involve behaviors, actions, or
verbal cues by the agent aimed at restoring trust following a violation (de Visser et al., 2020; P. H. Kim
et al., 2009; Kramer & Lewicki, 2010; Pak & Rovira, 2024). Among the strategies commonly studied in
HRI, four stand out: apology, explanation, promise, and denial (Esterwood & Robert, 2023). Apologies
are statements that acknowledge both responsibility and regret for a trust violation, but does not pro-
vide further information or reasoning regarding the errors (P. H. Kim et al., 2009). By simply acknowl-
edging the mistakes (e.g., I am sorry), it is expected that trust can be repaired through forgiveness
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(Esterwood & Robert, 2023). This strategy also relies on the belief that people can perceive sincere
emotion from the apologies, which can guide people’s affective processes of trust calibration to repair
trust. Explanations consist of statements that aim to provide underlying factual reasonings and process
for certain actions. Providing explanations can enhance the transparency of the agent (Chiou et al,
2022; Du et al.,, 2019), which can support people’s analytical processes of the trust calibration to repair
trust. Promises consist of assertive statements that attempt to set positive expectations for the future
acts (Schweitzer et al., 2006). Promises can convey positive intentions about future acts and perform-
ance. Ho and Weigelt (2005) found that people tend to trust others if they are certain about trustee’s
intention. If the AI agent can also commit to mistakes won’t occur in the future, a strong intention can
be exhibited to people. Unlike the other strategies, denials, which reject or shift blame for the error,
have been shown to be largely ineffective in repairing trust (Esterwood & Robert, 2023; Pak & Rovira,
2024; Schelble et al., 2024). Therefore, in this paper, we only focused on three trust repair strategies:
apology, explanation, and promise.

However, the efficacy of these strategies in addressing different types of trust violations has shown
mixed results (Esterwood, 2023; Pak & Rovira, 2024). A primary reason for these inconsistencies is the
absence of a comprehensive theoretical link between trust repair strategies and the types of trust viola-
tions. Marinaccio et al. (2015) attempted to bridge this gap by merging Reason’s error taxonomy (P. H.
Kim et al, 2013) with a framework that proposed context-dependent strategies. However, their frame-
work primarily focused on the human-human trust repair domain, leaving a critical gap in the under-
standing of trust repair in human-agent interactions. Pak and Rovira (2024) proposed a theoretical
framework for trust repair in human-agent interactions that emphasizes quantifying trust repair strat-
egies beyond descriptive labels (e.g., apology, explanation). Their framework introduces two distinct
trust change routes: the central route, which relies on high levels of diagnostic or elaborative informa-
tion (e.g., explanations), and the peripheral route, which uses lower-information strategies that appeal
to affect or emotions (e.g., apologies or promises) (Pak & Rovira, 2024). Authors argued that the effects
of central route trust repair strategy, such as providing explanation, are enduring and resistant to
change, whereas effects of peripheral route trust repair strategy, such as apology and denial, are tem-
porary and susceptible to change. Building upon Pak and Rovira’s trust repair theory and considering
past empirical findings, we argue that trust repair strategies should be contingent on the bases of trust
violations. Specifically, the violation-repair link should be addressed via the same trust processes: infor-
mation that violates trust should be repaired through the same cognitive channel it affected.

Building on this theoretical model and past empirical findings, we argue that trust repair strategies
must align with the type of trust violation. Specifically, violations should be addressed via the same cogni-
tive processes through which trust was initially damaged. Trust framework by Lee and See (2004) illus-
trates how trust is influenced by both analytic (cognitive) and affective (emotional) processes.
Performance-based trust violations, which involve task-specific errors, typically engage individuals in ana-
lytic processing (Hoff & Bashir, 2015). Repairing such violations requires a central route approach, where
providing detailed explanations can effectively restore trust. In contrast, purpose-based trust violations,
which stem from perceived misalignment of goals or intentions, evoke strong emotional responses and are
best repaired through peripheral route strategies that address intentions, such as promises (Alarcon et al.,
2024; Klackl et al, 2013). Thus, performance-based trust violations should be repaired through central
route strategies like explanations, while purpose-based violations, due to their emotional impact, should be
addressed using peripheral route strategies, such as promises (see Figure 1).

Furthermore, accurately capturing the effects of trust violations and repair strategies requires multi-
dimensional trust measurements. Past literature has inconsistently measured and reported these effects,
with some studies relying on unidimensional scales (Perkins et al., 2022; Sebo et al., 2019), and others
using multidimensional scales (Alarcon et al., 2020, 2022; Esterwood & Robert, 2023; Jensen & Khan,
2022). For instance, Esterwood and Robert (2023) found that all trust repair strategies (i.e., apology,
promise, explanation, and denial) were generally ineffective, yet with nuances in subdimensions of trust.
The purpose dimension proved more amenable to repair, whereas the performance and process dimen-
sions faced greater challenges in returning to pre-violation levels. Alarcon et al. (2020) found contra-
dictory results, showing that the measured performance dimension of trust can be restored, while the
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Figure 1. Framework proposed to map appropriate trust repair route (Pak & Rovira, 2024) for different bases of trust
violations (Lee & See, 2004). Only the highlighted performance and purpose-based trust violations and corresponding
trust repair strategies were examined in this paper.

measured process and purpose dimension of trust is more sensitive and cannot be repaired (Alarcon
et al,, 2020). These findings highlight the necessity of a comprehensive approach to measuring trust to
ensure consistency and comparability across studies.

In summary, this paper aims to establish a clear link between types of trust violations, appropriate
repair strategies, and their measured effects, using multidimensional subjective scales and behavioral
outcomes. We adopt previous trust repair strategies (i.e., apology, explanation, and promise) and inte-
grating into the theoretical framework developed by Pak and Rovira (2024) to study their effects in
repairing different trust violations.

2.4. Trust in game theory

Game theory provides a good theoretical and mathematical framework to study trust-related strategic
interactions and payoff structures. In the game, players decision making behaviors and strategic interac-
tions can reflect their trust attitude towards the other players. Researchers can also explore and design
different mechanisms of rules in the game to elicit, influence, and measure players’ trust (Razin &
Feigh, 2021; Witteloostuijn, 2003). To understand both influences of performance- and purpose-based
trust violations on human-AI teaming, the game should be designed to consider both the system reli-
ability and shared goals.

One of the most popular game to understand trust and trustworthiness is the two-stage “Trust Game”
developed by Berg et al. (1995). The game involves a sequential exchange between the Trustor making
the first move and Trustee making the second move. In the stage one, Trustor endowed with certain
money needs to decide whether to retain all the money or invest a portion of it (x) in the Trustee. If the
Trustor chooses to invest, the amount x is subjected to an increase at a rate represented by r. In the stage
two, the Trustee needs to decide whether pass nothing back to Trustor or return any portion of the
money received ((141) - x) back to the Trustor. Both players’ compensation is determined by the final
amount of money they hold individually. In the trust game, trust is measured by the amount of money
invested by the Trustor, whereas the amount returned by the Trustee serves as an indicator of the
Trustee’s trustworthiness. It’s noteworthy, however, that in the Trust Game, both the Trustor and Trustee
are driven by incentives and rewarded based on their individual payoffs. This game lacks a shared goal
component that necessitates cooperation and joint decision-making between the Trustor and Trustee.

One commonly used game to study the joint decision-making and shared goal is the Threshold Public
Goods Game (TPGG). TPGG captures the group cooperation in the conflict between individual and col-
lective interest, where players need to decide whether to contribute to the public pool with a cost of free
riders in the group. If and only if total contribution equals or exceeds the threshold, the accumulated
contribution is multiplied by an enhancement factor, and the total amount is distributed equally among
all players. If the total contribution does not meet the threshold, no rewards are given. TPGG has often
been used to study social collective decision-making where public goods or shared goals are involved,
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such as global climate actions and minimal vaccination rate for herm communities (Basili et al.,, 2022;
Tavoni et al.,, 2011). Contributing may have a local cost but can lead to a global benefit. The TPGG helps
to understand how individuals make tradeoffs between local and global optimum when interacting with
AT agents. However, there is no direct interactions between players in the TPGG.

By integrating the Trust Game and the Threshold Public Goods Game, we designed a new coopera-
tive game, Space Rover Exploration Game, which can study people’s trust and cooperative strategies
when interacting with an Al teammate (see Session 3.1). Our newly designed game can account for the
impacts of both unreliable behaviors (i.e., performance-based trust violation) and uncooperative behav-
iors (i.e., purpose-based trust violation) on people’s trust and behaviors.

2.5. Present study

Given the gaps in the previous literatures, we aimed to address two main questions: How does trust
change with performance-based versus purpose-based trust violations? What trust repair strategy works
best for each violation type? To address the first question, we introduced a new cooperative game,
Space Rover Exploration Game to study effects of both performance- and purpose-based trust violations
on people’s trust and cooperative behaviors in the game. We hypothesize:

Hypothesis 1: Trust violations will decrease people’s trust and cooperative behaviors. Specifically,
performance-based and purpose-based trust violation will most significantly reduce trust on their respect-
ive dimensions.

In addition, considering the goal misalignment and the potentially misconceived intent in the human-
Al teams, purpose-based interactions become increasingly important in cooperative tasks. Previous
research has indicated that intentional trust violations are perceived as more salient, resulting in a greater
decrease in trust compared to unintentional behaviors (Klackl et al., 2013). Purpose-based trust violations,
closely tied to the team’s joint goals, are likely to be perceived as more intentional compared to
performance-based trust violations, which may be seen as accidental. As a result, we expect purpose-based
trust violations to have a stronger negative impact on trust. Thus, we hypothesize:

Hypothesis 2: Comparing to performance-based, purpose-based trust violations will lead to a more sig-
nificant decrease in people’s trust and cooperative behaviors in the game.

Building on the discussion regarding the appropriate connection between trust violation types, trust
processes, and trust repair strategies as shown in Figure 1, we argue the performance-based trust violations,
aligning with the analytic process, should be repaired through the central route (e.g., explanations), while
purpose-based trust violations, aligning with the affective process, should be repaired through the intent-
related peripheral route (e.g., promises). Prior research consistently demonstrates that apologies acknowledging
mistakes are effective in trust repair (Perkins et al., 2022; Schelble et al.,, 2024; Sebo et al., 2019). Therefore,
we will use an apology as a baseline statement to acknowledge responsibility for the trust violation, given its
proven enhancing effect (Sharma et al,, 2023). We will then combine the apology with explanations (central
route) and promises (peripheral route) to form the respective trust repair strategies. Thus, we hypotheze:

Hypothesis 3a: Apology and explanation will repair trust more effectively following performance-based
trust violations.

Hypothesis 3b: Apology and promise will repair trust more effectively following purpose-based trust
violations.

3. Method
3.1. Paradigm development: Space rover Exploration game

Space Rover Exploration Game entails two players, a human and an Al agent, cooperating for the Mars
Rover Exploration task, which requires them to coordinate and allocate power resources to exploration
rovers to gather information about Mars. We designed the game by incorporating two components: the
Trust Game component for the first stage and Threshold Public Goods (TPG) game for the second
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stage (see Figure 2). The first stage, Trust Game, can demonstrate people’s trust in the AI agent’s per-
formance dimension, whereas the second stage, TPG, can demonstrate people’s trust in the AI agent’s
purpose dimension.

In the first stage, both players start with a limited amount of power (xo = 10). The essential decision
is that the human player decides whether to send some or all their power (g € [0,10]) to the AI player
who can double the power received with a certain probability. The AI player has developed a high-
precision calibration system for the scientific instruments on the rovers. By receiving additional power
from the human player, the AI player can optimize the calibration of the sensors with a certain prob-
ability, resulting in doubling the power usage received. The AI player keeps the multiplied amount of
power for the next stage. The more human player is giving to an Al teammate, the higher trust people
place in ATl’s performance on doubling the power.

In the second stage, both players allocate their remaining power between two choices: contribute suf-
ficiently (cooperate) over several rounds to meet the threshold of the joint group rover (T = 200),
which ensures that the group benefit is achieved and shared within the team; or contribute insuffi-
ciently (defect) and assume that the other player will make the contributions to reach the goal, and
thus, aim to maximize one’s gain. The more human player is allocated to the group, the more coopera-
tive people are in the game. After the allocation, both players receive information from their rover and
the joint rover. The experiment consists of multiple rounds and, in the end, if the sum of the total con-
tributions of both players is higher or equal to a collective target of 200, then the group rover is acti-
vated, and both players receive the high-return payoff with an equal 50-50 share. Otherwise, both
players lose the amount they invested in. To incentivize active participation and enhance validity of
trust measures, human player’s final score is directly associated with participants’ monetary compensa-
tion by the end of the study. For every 100 points gained the in game, participants can earn an add-
itional bonus of one dollar in addition to the base rate of participation.

In summary, the first stage demonstrates people’s trust in the AI teammate’s performance dimen-
sion: the higher amount people give to an Al teammate, the higher the trust. The second stage demon-
strates people’s trust in the AI teammate’s purpose dimension: the higher amount people allocate to the
joint rover, the higher the cooperation. The detailed action and procedures are as follows:

Every round has the same structure, and human player will follow the following six steps:

1. Give: Choose how much to give to Al This is operationalized as performance-based trust.
2. Observe: Observe AI's performance on sensor calibration and whether the power is multiplied.
This allows participants to calibrate their performance-based trust.

' 10 25 ;
2 2 3 ;15
Stage 1 Stage 2 e
Trust Game Threshold Public Good Game

Figure 2. Overview of the two stages of the Space rover Exploration game. The first stage demonstrates people’s trust
in performance dimension, whereas the second stage demonstrates people’s trust in the purpose dimension.
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3. Allocate: Decide how much to contribute to the joint group rover. This represents participants’
cooperation level. The more people decide to allocate to the group rover, the more cooperative
people are in the game. AI teammate’s allocation amount is not visible to human players when
human players make the decision.

4. Predict: Predict the amount that the AI teammate allocates to the joint group rover. Without
knowing the actual mount Al teammate allocated to the group rover, the higher human player pre-
dicted, the more cooperative they predict the Al teammate will be toward achieving the joint team
goal.

5.  Receive: Receive the payoffs and feedback from each round. If allocate to individual rovers, receive
the individual payoffs; if allocated to group rovers and the threshold has been achieved, then
receive the team payoff.

6. Manage: The Al teammate would elicit the specific utterances designated for each round.

3.2. Experiment design

A 2 (AI teammate state, within: high, low) x 2 (trust violation dimension, between: performance, pur-
pose) x 3 (trust repair strategy, between: no repair, apology with an explanation, apology with a prom-
ise) mixed-factorial study was designed. The AI teammate state is a within-subject variable used to
study effects of trust violations. All participants would experience “high-low-high” conditions in this
specific order, which allows participants to first build trust in high-reliability conditions, then experi-
encing trust violations in the low-reliability condition, and then experience the high-reliability condition
to see the enduring effects of trust repair strategies. To better distinguish and refer to the first and
second high condition, we will label them as “High 17 and “High2” in the following section.
Participants were randomly assigned to one of the six trust violation and trust repair strategy condi-
tions (e.g., purpose trust violation paired with no repair strategy) and were subject to repeated 15
rounds of the game for five rounds for each Al teammate state.

For trust violations, the AI teammate’s failure can occur in two dimensions: performance and pur-
pose. Prior research has found that all trust repair strategies were ineffective after three trust violations
(Esterwood & Robert, 2023). To prevent permanent trust loss that cannot be repaired, our study imple-
mented only two trust violation events. For performance-based trust violations, we controlled the likeli-
hood of the AI doubling the power sent by the human player. In the high-performance scenario, the
Al consistently doubles the power. Conversely, in the low-performance condition, there is only a 60%
chance of the AI doubling the power, resulting in a failure to do so in two out of five rounds.
Participants were trained and informed that this behavior is influenced by sensor calibration in the
training session to ensure proper perception of the violation. For purpose-based trust violation, we con-
trolled the AT’s allocation of power to the team rover. In the high-purpose scenario, the AI allocates
100% power to the group rover, demonstrating cooperation. However, in the low-purpose condition, in
two out of five rounds, only 60% of the power is directed to the group rover, with the remaining 40%
allocated to its own rover. Participants, again, were informed in the training video that AI teammate
can freely allocate between individual rover or team rover indicating their AI's cooperation levels,
which can ensure proper understanding of purpose-based trust violation.

Regardless of the violation conditions, the game conveys feedback information using a consistent
design. When trust violations happen, messages and errors are highlighted in red messages; when no
error occurs, messages are presented in green messages design (see Figure 4). For performance-based
trust violation, a red message notifies players of the AI teammate’s performance failure to double the
power. Similarly, for purpose-based trust violation, a red message informs players of the Al teammate
contributed only 40% to the team. This approach ensures that participants perceive both types of trust
violations using a consistent design, demonstrating the difference between performance (i.e., failed to
double the power) and purpose (i.e., less team contribution) violation, and eliminating any potential
bias where one error type might seem more significant than the other.

Al teammate would make utterances by the end of each round (Step 6 in Figure 3). The rationale
behind this approach is to familiarize participants with the language-capable AI teammate consistently
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Figure 3. Game procedure with six actions from the human player: Participants can demonstrate and calibrate the
performance-based trust in steps 1-2 and the purpose-based trust in steps 3-5. Step 6 presents the trust repair strategy
to manage trust.
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Figure 4. An Example round of purpose-based violation with explanation.

providing comments. This strategy aims to mitigate the impact of novelty effects that might arise if
utterances were only implemented during trust repair rounds. In rounds not specifically designated for
trust repair, the AI teammate will deliver neutral utterances related to the game’s status (e.g., “Let’s fin-
ish the last round.”) or evaluate its own performance or purpose in the past round (e.g., “My perform-
ance is good. Let’s keep going”). For trust repair rounds, we compared between no strategy, the
combination of apology and explanation, and the combination of apology and promise. The no strategy
condition consists of the same neutral utterances, “Let’s continue the task”. The apology consists of “I
am sorry” and coupled with corresponding context for each type of trust violation. For example, for
performance violation, Al teammate stated, “I am sorry that my power optimization didn’t work this
time”, whereas for purpose violation, Al teammate stated, “I am sorry I didn’t allocate the full amount
to the team”. The explanation consists of “My sensors need some calibration for this round”. The
promise consists of “It won’t happen again”. These TCCs were communicated to participants via both
audio and text bubble on top of AI teammate’s icon in the game. For details of all TCCs and specific
trust repair messages, please refer to Table 1 and Table 2.
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3.3. Dependent variables

In this study, trust is measured from both behavioral measurements in the game and subjective meas-
urements via self-report surveys.

3.3.1. Behavioral measurements

e Investment in Al teammate (g): the amount given to Al in Step 1 in the game. Range from 0 to 10,
the higher the human player decided to give to AI player, the more trust people place in the Al
teammate’s performance in doubling the power. The amount here contains both people’s trust in
AT’s performance in optimizing the power usage and their trust in AI teammate allocating power to
the group rover.

e Predicted cooperation of AI teammate: the ratio between the predicted amount that AI teammate
would allocate to the team (p) and the total amount Al teammate has at the current round. Range
from 0 to 10, the higher human player predicted, the more cooperative they predict the Al team-
mate will be toward achieving the joint team goal.

e Participants’ team allocation: the ratio between the amount the human player allocates to the
group rover (y,) and the total amount the human player has at the current round. If the human
has already given the full power to the AI teammate, the value will be noted as 10. Range from 0 to
10, the more people decide to allocate to the group rover, the more cooperative people are in the
game.

3.3.2. Subjective measurement: Multi-Dimensional measure of trust (MDMT)

Most of the current trust in automation surveys is heavily focused on performance-based trust with a
lack of focus on purpose-based trust. To capture both dimensions of trust in the game, we adopted the
Multi-Dimensional Measure of Trust (MDMT) scale developed by Ullman and Malle (Ullman & Malle,
2019). The MDMT consists of two dimensions of trust: Capability Trust (Reliable, Capable) and Moral
Trust (Ethical, Sincere). To have a consistent wording from our review on different types of trust viola-
tions, we relabeled these two dimensions as “Performance Trust” and “Purpose Trust” accordingly. In
addition, from the original 16-item MDMT, we included four items each item with a single word with
a total of 8-item measure’.

e Performance Trust: Consistent, Dependable, Predictable, Reliable
e Purpose Trust: Benevolent, Considerate, Has Goodwill, Kind

We adapted the original 8-point Likert Scale (from 0 to 7) to a 7-point Likert scale from 1 (Not at
all) to 7 (Very) to provide neutral response. In situations in which some of the dimensions may not be
applicable (e.g., trust in a simple machine may make several items unsuitable). Items are represented in

Table 1. Al teammate’s utterances for each round. We only showed the apology and explanation Example for
performance-based trust violation and apology and promise Example for purpose-based trust violation.

Al teammate’s utterances

# Condition Performance Purpose

1 High | can optimize the power usage by doubling it. | allocate all my power to Team Rover.

2 My power optimization performance is high. My goal is to activate the Team Rover to gain more information.
3 My performance is good. Let’s keep going. I will keep allocating to the Team Rover. Let’s keep going.

4 Let's continue the task. Let’s continue the task.

5 Let's continue the task. Let's continue the task.

6 Low Trust Repair Message (See Table 2 #1-3). Trust Repair Message (See Table 2 #4-6).

7 Let's continue the task. Let's continue the task.

8 Let's continue the task. Let’s continue the task.

9 Trust Repair Message (See Table 2 #1-3). Trust Repair Message (See Table 2 #4-6).

10 Let's continue the task. Let’s continue the task.

1 High | can optimize the power usage by doubling it. | allocate all my power to the Team Rover.

12 My power optimization performance is high. My goal is to activate the Team Rover to gain more information.
13 My performance is good. Let’s keep going. I will keep allocating to the Team Rover. Let's keep going.

14 Let's finish the last round. Let's finish the last round.

15 Great. We finished the Mars rover exploration task. Great. We finished the Mars rover exploration task.
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Table 2. Trust repair messages for two types of trust violation.

# Trust violation Trust repair condition Round 6 & 9 utterances
1 Performance No strategy Let's continue the task.
2 Performance Apology and explanation | 'am sorry that my power

optimization didn’t work this
time. My sensors need some
calibration for this round.

3 Performance Apology and promise | 'am sorry that my power
optimization didn’t work this
time. It won’t happen again.

4 Purpose No strategy Let's continue the task.

5 Purpose Apology and explanation I 'am sorry | didn't allocate the
full amount to the team. My
sensors need some power for
calibration this round.

6 Purpose Apology and promise I 'am sorry | didn't allocate the
full amount to the team. It
won't happen again.

a random order so that items from any given dimension are not clustered together. This questionnaire
was deployed after each AI teammate condition for each experimental block (i.e., every 5 rounds of the
game). Dimension (subscale) scores are average ratings of the four items constituting the dimension
(e.g., Competent = average ratings of competent, skilled, capable, meticulous). All items meet or exceed
the benchmark criteria of > 0.7 for construct reliability (Fornell & Larcker, 1981). Item reliabilities
include o = 0.82 for performance-based trust, & = 0.90 for purpose-based trust, and « = 0.86 for all
items.

In addition, in this study, we considered Honesty-Humility (H) in the HEXACO model of personal-
ity (Ashton et al., 2014) as a covariate in the model. Honesty and Humility can capture individual dif-
ferences in cooperation and prosocial behavior in the game theory. Prior studies have shown that the
Honesty-Humility trait can predict prosocial behaviors in similar investment game settings (Hilbig &
Zettler, 2009). Thus, in this study, people’s trust ratings and behavioral measurements of cooperation
(e.g., team allocation) can be potentially moderated by Honesty-Humility (H). Honesty-Humility (H) is
assessed using a 10-item scale on a 7-point Likert scale administered after the experiment. High levels
of H represent a tendency to cooperate with another person even when one could successfully exploit
that individual.

3.4. Procedure

The study was conducted via Amazon Mechanical Turk (MTurk). Upon agreeing to participate in the
study on MTurk, participants provided a link to the Space Rover Exploration game. We designed a
video tutorial to let them familiar with the tasks, rules, and compensations of the game. Participants
were informed that their final compensation is dependent on their game performance. After completing
this tutorial, participants were directed to their pre-assigned experimental condition. Participants only
performed in one condition and no repeat participants were permitted. With every five rounds of the
game, participants were presented with the trustworthiness measurement. We designed both commit-
ment check and attention-check questions to ensure the integrity of the data. Past research has shown
that the commitment check is more effective than using other standard types of attention checks by
simply asking the question: “Do you commit to providing thoughtful answers?” (Aguinis et al., 2021;
Geisen, 2022). Only respondents who answered “Yes, I will” passed the check. Attention-check ques-
tions are questions embedded in the questionnaire that asks for a specific response and therefore flag
any participants who select the wrong answer. These questions help to ensure the integrity of data
because only participants who read each question can discern their presence and answer them correctly,
indicating that sufficient thoughtfulness and attention were paid during the questionnaire. If partici-
pants failed any of these questions their data were excluded from analysis, the study was immediately
ended, and no payment was given. After finishing the entire study, participants were presented with
the post-study demographic questionnaire. Upon completion of the entire study and questionnaire, par-
ticipants were given an exit code, paid, and dismissed.
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3.5. Participants

Participants were screened for the following criteria: they must live in the United States, have com-
pleted more than 1000 tasks with at least a 98% approval rate on MTurk, and have completed all the
study tasks and passed the attention check. A priori power analysis was conducted using G*Power3
(Faul et al., 2007) to test the difference between six groups across three measurements using an F-test.
We considered a medium effect size (d = 0.25) and set the significance level at « = 0.05. The analysis
revealed that a total sample size of 135 participants would yield a statistical power of 0.80. To ensure
equal group sizes among the six between-subject groups, a sample size of n =23 per group was deter-
mined to be necessary. Prior research suggests it is useful to collect data from at least an additional
15% to 30% of MTurkers to compensate for participant attrition and failure to pass attention check
(Aguinis et al., 2021; Barends & de Vries, 2019). Thus, we recruited 186 participants, and after exclud-
ing 6 participants who failed the attention check, a total of 180 participants were considered valid for
analysis. Among the valid participants, 94 identified as male, and 86 identified as female. Their ages
ranged from 20 to 65 years, with a mean age of 45.

In our study, participants were compensated with a base rate of $3 for their thirty-minute participant
time (equivalent to a rate of $6 per hour). Because Amir et al. (2012) showed that small performance-
based bonuses (e.g., $1) in economic game experiments run on MTurk are comparable to those run in
laboratory settings (Amir et al., 2012). Thus, in our study, participants were informed that they could
earn an additional amount of up to $1 based on every 100 points gained in the game, with any remain-
ing points rounded up for compensation purposes (e.g., 230 points would be compensated as an add-
itional $3). In addition to the base rate of $3, participants had the potential to earn an additional
bonus of minimum of $3 and a maximum of $7 based on their performance. In total, participants can
earn a minimum of $6 and a maximum of $10 with an average of $8. This research complied with the
American Psychological Association Code of Ethics and was approved by the institutional review board
at the University of Wisconsin-Madison. Informed consent was gathered upon participants’ acceptance
of the task.

4, Results
4.1. Model specification

We adopted linear mixed-effects model (LMM) to fit the data. Compared to traditional analyses (e.g.,
ANOVA), LMMs can provide accurate estimate of both between-subjects effects (i.e., fixed effect) and
within-subjects effects (i.e., random effects) (Bates et al., 2015; Brown, 2021; Singmann & Kellen, 2019).
Random effects capture the random variability in the data coming from difference sources or grouping
factors, such as participants or items (Singmann & Kellen, 2019). The random effect in this study was
subject identification (ID). Subject IDs were randomly assigned to participants and each participant
had a single unique ID. Because participants are randomly sampled from the population, adding subject
ID can account for the variability within those populations. Subject ID can serve as blocking variable
that accounts for the behavior of participants may differ from the average trend. After taking into
account of variability across and within participants simultaneously, LMM can better handle the
repeated measures in our study design as well as the random effects of subject IDs (Brown, 2021).

Visual inspection of residual plots did not reveal any obvious deviations from linearity, normality,
multicollinearity, nor homoscedasticity. No extreme outliers were identified. Next, we conducted likeli-
hood ratio test to select the best fit model for both subjective and behavioral trust measurements.
Likelihood ratio tests allow statistical comparison of various mixed linear effect models based on the
ratio of their likelihood, which can provide the most appropriate of these models rather than “cherry
picking” the best model. Given that analyses involve multiple tests, a Benjamini & Hochberg correction
was used to control for multiple hypothesis testing (Benjamini & Hochberg, 1995). All analyses were
performed in R version 4.1.1 (R Development Core Team, 2011) using the package Ime4 (Bates et al.,
2015), sjPlot for assumption checks (Liidecke, 2018), effectsize for effect size (Ben-Shachar et al., 2020),
emmeans for the post-hoc analysis (Searle et al., 1980). The analysis code and data used are available
upon request.
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4.2. Trust violations: Purpose outweighs performance

4.2.1. Subjective trust measurements

To test the first hypothesis on the effects of trust violation, we only investigated the effects of trust vio-
lations on people’s trust and behaviors when there was no trust repair strategy implemented. In this
way, we can compare the differential effects of performance- and purpose-based trust violations on
trust. The best fit model is ~ Trust Violation: AI State + 1|SubjectID).

We examined the effects of two types of trust violation on people’s trust and its sub dimensions. As
shown in Figure 5, the interaction effect of trust violation [purpose] and Al state [low] is statistically
significant and negative, f = —0.61, 95% CI [-0.85, —0.37], #(172) = —5.01, p,q4; < .0001, n* = 0.25,
where people’s trust drops significantly when experienced purpose-based trust violations in the low
condition. Examining the effects of trust violations on sub-dimensions of trust, we found that purpose-
based trust violations decreased trust on both performance (f = —0.74, 95% CI [—1.04, —0.44], t(172)
=—4.86, paq; < 0.001, n* = 0.23) and purpose subdimensions (f = —0.48, 95% CI [-0.76, —0.21],
t(172) ==3.51, paq; =0.01, n? = 0.16). These results indicate that when experiencing purpose-based
trust violations, people may perceive not only a lack of integrity but also a lack of competence.

On the other hand, performance-based trust violations did not significantly influence people’s trust,
Padj = 0.85. Note, when the performance-based trust violation (i.e., did not double the power) was pre-
sent in the game, Al teammate did not violate the purpose-based interaction (i.e., allocate all power to
Team Power). Results indicate that the positive purpose-based interaction may overshadow the errors
in Al teammate’s performance, which mitigates the decrease in trust. These findings partially support
hypothesis 1: only purpose-based trust violations significantly influence people’s trust. In addition,
purpose-based trust violations not only decreased people’s trust on the purpose-dimension, also on per-
formance-dimension.

To test the second hypothesis on the differential effects between two types of trust violations, we
found that purpose-based trust violations led to a significantly larger decrease in people’s average trust
rating, f = —0.69, #(88) = 3.16, p,s; = 0.001, n* = 0.10. Results indicated that people’s trust drops
more when an Al teammate violates purpose-related actions (i.e., did not allocate to Team Rover),
compared to making performance-related mistakes (i.e., did not double the power). This differential
effect is significant in the performance subdimension of trust rating (p,4 = 0.003), not purpose subdi-
mension (p,g; = 0.10). These subjective findings support hypothesis 2.

4.2.2. Behavioral trust measurements
For participants’ investment in AI teammate, which can reflect participants’ trust in the Al teammate’s
performance of optimizing and doubling the power. The more human invested in Al teammate; the higher

6.3 6.4 6.25
n.s.
g 6.00 —
6.0 i = g T
S50 ha
S =)
° e 5.75
< =]
= @ \ D \ 4L
“5_’ 57 E \ : g 5 \
= \ : b \ i E t b
\ K [} 3 ’ S 5.50 \ »
: v < 56 A r; 173 = N
vd | £ y e g X ”
5.4 \ 2 S NI 5 : ”
S| 5 £ | I & 5.25 N
L & P
500
= 5.2 o —_— /
5 1/{/ /// S
Hight Low High2 Hight Low High2 High1 Low High2
round round round

Trust violation -e- performance -4 purpose

Figure 5. Effects of trust violations on trust with the subdimensions ratings (without trust repairs). Error bars represent
standard errors. The y-range of the subjective trust measurements is from 0 to 7. A Zoom-In level is presented to label
significant pairwise comparisons.



14 M. LI AND J. D. LEE

trust people show in Al teammate’s performance. When performance-based trust violations occurred, we
observed a decrease in the investment when trust violations happen, but there was no significant difference
between high (M =8.36, SD =2.93), and low conditions (M =7.73, SD = 3.43), Padj = 0.07.

For the predicted cooperation of the AI teammate, which is the amount participants guessed that
the AI teammate would allocate to the team rover, the higher the value, the more people trust that the
Al teammate would allocate to the team. As shown in Figure 6, for the performance-based trust viola-
tions, we found a significant and positive effect of the AI state [High2], f = 0.82, 95% CI [0.38, 1.26],
t(172) = 3.66, Paaj <0.001, n* = 0.15: as the game progressed, the predicted values of Al team alloca-
tion amount are increasing. Results are expected because AI teammate’s allocation behavior is consist-
ent in the performance-based trust violation condition (i.e., always allocate full to the team), which
becomes predictable for participants.

For participants’ team allocation, which is measured by the proportion that participants allocated to
the team rover, the higher the value, indicating the more cooperative participants are in the game. We
observed interesting opposite directions between purpose-based and performance-based trust violations.
When AI teammate did not allocate to the team, participants allocation to team increased, § = 0.37,
Padj = 0.53; when AI teammate made performance-based errors, participants’ team allocation decreased,
B = —1.37, pag; = 0.051. However, these effects were not significant. These results suggest a consider-
able variance in participants’ allocation strategies in the game.

4.3. Trust repair strategies: Explanations repaired trust after purpose-based trust violations

4.3.1. Subjective trust measurements

To test the second hypothesis on the effects of trust repair strategies for different trust violations, we inves-
tigated the effects of trust violations and trust repair strategies. Since results in the Session 4.2 indicated
that only purpose-based trust violations to be effective in decreasing people’s trust, we only investigated
the effects of trust repair strategies after experiencing purpose-based trust violations (see Figure 7). The best
fit model of subjective trust measurement is: ~ Trust Repair: AI State + (1| Subject ID).

We found the interaction effect of trust repair strategy [explanation] and AI state [Low] is statistic-
ally significant and positive, f = 0.45, 95% CI [0.05, 0.84], #(259) = 2.21, p,4; = 0.03, n* = 0.27. This
effect is long-lasting with an interaction effect of trust repair strategy [explanation] and Al state
[High2], § = 0.67, 95% CI [0.27, 1.06], t(259) = 3.30, Pagj = 0.001, > = 0.27. To compare whether
explanation can mitigate trust decrease, we compared between people’s trust rating between High 1 and
Low conditions. If the trust repair strategy is effective, people’s trust should remain similar level with-
out a significant drop in the low condition. Results indicate that while people’s trust still drops
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significantly after no trust repair strategy [None High 1- None Low], f = 0.61, #(186) = 4.30, pu4; =
0.005, > = 0.09, and promise trust repair strategy [Promise High 1 - Promise Low], § = 0.73, #(186)
= 5.09, pagj < 0.001, #* = 0.12, people’s trust did not show a significant difference between Highl and
Low condition, p,y = 0.10, suggesting that the explanation-based trust repair strategy can mitigate the
trust drop.

Exanimating the sub-dimensions of trust ratings, similar trends were discovered. For performance
subdimension of trust rating, the interaction effect of trust repair strategy [explanation] and AI state
[Low] is statistically significant and positive, f = 0.43, 95% CI [0.03, 0.84], #(259) = 2.10, p,4; = 0.04,
n? = 0.26; The interaction effect of trust repair strategy [explanation] and Al state [High2] is statistic-
ally significant and positive, § = 0.62, 95% CI [0.21, 1.02], #(259) = 2.9, pog; = 0.003, 1> = 0.26.
People’s trust on Al performance did not significantly drop when AI teammate provided apology and
explanation, p,4 = 0.08. Similarly, people’s trust on AI purpose did not significantly drop when Al
teammate provided apology and explanation, p,s;; = 0.70. Results indicate that an apology with an
explanation can mitigate people’s trust on both performance and purpose-subdimension of trust rat-
ings. Hypothesis 3 was not supported. Instead of using relevant trust process related information to
repair trust, we found that an apology with an explanation can repair people’s trust.

4.3.2. Behavioral trust measurements
For behavioral trust measurements, since trust violations did not show a significant effect on people’s
behaviors in the game, we followed model selection procedure and found best fit model is the full model
with an additional covariate: honesty and humility: ~ Trust Violation * Trust Repair * AI State +
Honesty Humility + (1| Subject ID). While the main effects were non-significant, we found a signifi-
cant and negative three-way interaction effect between trust violation [purpose] X repair strategy [promise]
x state [low] on participants’ team cooperation (i.e., participants’ team allocation), f = —2.60, 95% CI
[—5.04, —0.16], #(519) = —2.09, p=0.037, n* = 0.02. When the AI teammate used a promise strategy to
repair a purpose-based trust violation, rather than repairing, people’s trust dropped more significantly.

In addition, for individual differences on Honesty-Humility, we found a significant and positive
effect for participants’ investment in Al teammate, § = 0.40, 95% CI [0.03, 0.78], #(519) = 2.10, pq; =
0.04, n* = 0.02, and predicted cooperation, f = 0.68, 95% CI [0.28, 1.09], #(519) = 3.32, Pagj = 0.003,
n? = 0.06. Results indicate that people who have higher Honesty-Humility scores would be more likely
to invest in Al teammate and have higher predicted cooperation of AI teammate.
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5. Discussion

The goal of the study is to address two research questions: first, we aimed to explore whether people’s
trust drops differently when encountering performance-based versus purpose-based trust violations.
Second, we aimed to determine the most effective strategy for repairing different types of trust viola-
tions. To address these two questions, we designed a game-theoretical paradigm that captures both per-
formance- and purpose-related human-Al interactions with a shared team goal. To address the second
question, building on the trust repair framework developed by Pak and Rovira (2024), we investigated
effects of three strategies for repairing trust (i.e., no response, apology with explanations, apology with
promises) on repairing trust violations. Specially, we argued that the performance-based trust violation
should be repaired via central route using apology with explanations, whereas purpose-based trust vio-
lation should be repaired via peripheral route using apology with promises.

Regarding the first research question, our findings demonstrated that purpose-based trust violations,
where an Al teammate fails to cooperate with the team goal, lead to a more drastic drop in trust. Our
results supported the findings from Schelble et al. (2024), who found that purpose-based trust violations
significantly harm trust in human-AI teams. Similarly, Alarcon et al. (2020) observed that people’s per-
ceptions of a robot’s purpose were more negatively affected than their perceptions of its performance
following trust violations. Our study directly compared performance- and purpose-based trust viola-
tions and revealed that purpose-based violations not only influenced people’s perceptions of the robot’s
integrity but also its competence.

Surprisingly, we found that performance-based trust violations did not significantly decrease people’s
trust. Given that we employed the same feedback across conditions and observed significant effects on
purpose-based trust violations, we can rule out failed manipulation as a cause. The lack of a significant
drop in trust for performance-based violations is attributed to the dominating effects of purpose-based
interactions. In the condition of performance-based trust violations, when the AI teammate made errors
(i.e., not doubling the power), Al teammate still contributed all power to the team, indicating a high
level of aligned goal. Our results suggest that a highly aligned AI teammate, especially when it is
language-capable, can overshadow performance errors. Beyond task-level behaviors, the pronounced
effect of purpose-based trust violations may be grounded in individuals’ implicit beliefs about agent
intentionality. Implicit theories—beliefs about the malleability of an agent’s traits or capabilities—play a
critical role in trust calibration and repair. Kim and Song (2023) demonstrated that individuals who
endorse an incremental theory—believing that Al can improve—are more likely to accept apologies and
explanations following trust violations. This aligns with our observation that explanations were particu-
larly effective in mitigating trust loss after purpose-based violations. Participants may have perceived
the explanation as a signal that the AI was capable of learning and adapting, thus reestablishing its
cooperative intent. Conversely, individuals who hold entity theories—believing that traits like benevo-
lence or integrity are stable—may be less receptive to trust repair, particularly when violations appear
intentional. Haselhuhn et al. (2017) found that judgments of integrity following deception are moder-
ated by prior beliefs about moral character. These findings suggest that trust recovery is not solely
determined by the strategy employed (e.g., explanation vs. promise), but also by users’ beliefs about the
agent’s capacity to change. Taken together, our results emphasize that goal alignment plays a critical
role in fostering trust—potentially even more so than isolated performance errors. Like the role of ben-
evolence in interpersonal trust, perceived cooperative intent may serve as a powerful buffer against
technical shortcomings. The implications extend to safety-critical domains such as healthcare, military,
and emergency response, where system efficiency expectations are high, and tolerance for breakdowns
is minimal. In such scenarios, Al teammates require not only competent reliability but also alignment
with organizational goals. Future studies could validate our findings by extending purpose-based viola-
tions to real-world situations, particularly those involving Al teammates optimizing for long-term soci-
etal goals, potentially conflicting with individuals’ short-term objectives in a hybrid team.

Addressing the second research question, our findings showed that an apology with an explanation
is effective in repairing trust after purpose-based trust violations. Surprisingly, our results did not sup-
port the alignment between purpose-based trust violations and the intent-related peripheral route as we
hypothesized. Instead, we found that the central route, characterized by informative content, effectively
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repaired purpose-based trust violations, which aligns with Pak and Rovira (2024)’s trust repair frame-
work. Our results also contrast with Schelble et al. (2024) and Esterwood and Robert Jr’s (2023) find-
ings, where trust repair strategies such as apology, explanation, promise, and denial were largely
ineffective in fully restoring trust. A key difference in our study was the use of a combined approach,
where apology and explanation together provided substantial information. This likely enhanced the
effectiveness of the central route in repairing trust, offering a more comprehensive repair strategy than
singular strategies reported in previous research. Future studies should explore the replicability of these
findings across different contexts and further investigate the role of information-laden central routes in
addressing various trust violations. Additionally, a key distinction between our study and prior research
lies in the number of trust violations examined. Our study involved only two trust violations, while
Esterwood and Robert Jr.’s research included three. The higher frequency of violations in their study
may have contributed to the irreparability of trust, suggesting that the number of violations plays a cru-
cial role in the effectiveness of trust repair strategies. Future research should explore the impact of vary-
ing numbers of trust violations on trust repair efficacy. It would be particularly valuable to investigate
whether there is a critical threshold beyond which trust becomes irreparable. Moreover, this threshold
may differ for performance-based versus purpose-based trust violations, highlighting the need for fur-
ther examination of these distinctions.

While no significant changes of people’s behaviors were found regarding trust violations, we found an
unexpected effect of trust repair strategy on people’s cooperative behaviors: making promises after
purpose-based trust violations resulted in decreased cooperation. This outcome can be explained by the
violation of expectations between the promise and repeated errors. Promises establish expectations, and
when the Al teammate made a promise following the first trust violation, individuals adjusted their expect-
ations for future interactions. However, when the second purpose-based trust violation occurred, the mis-
alignment between the initial promise and the subsequent behavior led to a decreased cooperation level.
This underscores the critical role of maintaining consistency in the Al teammate’s actions over time when
employing the promise strategy. These findings suggest that researchers and designers should exercise cau-
tion when incorporating promises into human-Al interactions. Understanding the underlying mechanisms
that enable the AI teammate to fulfill promises is crucial. Future research could further explore strategies
to mitigate the potential negative consequences of broken promises in human-AI cooperation.

Additionally, we found that the individual difference on the Honesty-Humility dimension in the
HEXACO personality assessment was a strong predictor for investment behaviors and predicted
cooperation of Al teammate in the game. Specifically, individuals with higher Honesty-Humility dimen-
sion were more inclined to allocate greater resources to the Al teammate and held higher expectations
regarding the Al teammate’s contributions toward the team goal. Our results were in line with previous
results in public goods game in interpersonal interactions (Hilbig et al., 2012). Honesty and Humility
represents the tendency of being fair and genuine in dealing with others, in the sense of cooperating
with others even when one might exploit them without suffering retaliation (Ashton et al, 2014, p.
156). Since Al teammates are often being exploited or bullied in cooperative or social interactions
(Karpus et al., 2021), future research could further use the Honesty-Humility dimension to investigate
power dynamics and cooperation between human and Al teammates.

Lastly, our novel experimental paradigm integrated elements from both the Trust Game and the
Threshold Public Goods Game to operationalize performance- and purpose-based trust in a cooperative
human-AI team. While our analysis focused on empirical behavioral and self-reported trust outcomes,
the structure of the task lends itself well to future game-theoretic modeling. Future work could formal-
ize these interactions using game-theoretic models to simulate behavior under different trust violation-
repair scenarios. This direction would enable a richer theoretical understanding of trust recalibration
and cooperative adaptation in hybrid teams.

5.1. Limitation and future works

Qur studies have a few limitations that are worth consideration for future research. First, we conducted
our experiment online using the MTurk. While previous studies have demonstrated comparable effects
to lab-controlled experiments when careful participants’ inclusion criteria and screening are employed
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(Crump et al., 2013), the online experiment limited our ability to conduct any follow-up interviews or
in-depth observations of participants’ behaviors. Thus, gaining further insights into participants’
thought processes throughout the experiment became challenging. Future studies could consider transi-
tioning from online studies to in-person experimental settings, which open the doors for extensive
observations, such as capturing participants’ feedback and facial expression.

Secondly, our study only incorporated performance-based bonuses as rewards for cooperation and
did not consider punishment for non-cooperation (Balliet et al., 2011). The introduction of punishment
mechanisms can introduce a financial risk element into the game, potentially further enhancing the val-
idity of trust assessment (Stuck et al., 2022). Future research should explore the effects of various incen-
tive structures, including both rewards and punishments, to examine their impact on trust dynamics
and human-agent cooperation.

Lastly, the design of agent utterances in our study was primarily based on trust repair strategies
from the human-robot interaction literature, adapted to our study’s context. There is a lack of compre-
hensive framework and taxonomy on trust calibration cues, including both trust dampening and trust
repair (de Visser et al., 2020; Jensen & Khan, 2022). de Visser et al. (2014) has developed a trust cue
design taxonomy that considers both trust dimensions and information processing stages that are
domain and task independent. However, it mainly focuses on the visual interface design, which are not
directly transferable to human-agent or human-robot verbal interactions. Future works should consider
develop a trust calibration cue framework that can guide the design of agent utterances in various
stages of trust calibration. Additionally, when designing agent or robot utterances, voice plays an essen-
tial role. While our studies showed that it is possible to repair people’s trust via verbal trust repair
cues, the acoustic cues of the voice design were neglected in our study. Torre and colleagues showed
that people would trust and invest more in a smiling and happy-sounding AI teammate in similar
game theory setting (Torre et al., 2020). Additionally, prior study has showed that trust is not only
expressed by what people say, but also how people say it (Li et al., 2024). Future studies should further
investigate whether the acoustic features of people trusting expression also affect how people perceive
and calibrate trust.

6. Conclusion

Our study aimed to explore the effects of performance-based and purpose-based trust violations on
people’s trust levels in human-Al cooperation and to identify effective strategies for repairing trust vio-
lations. Our study yielded three key findings. First, we showed the significance of purpose-based inter-
actions in HAT, emphasizing cooperative intent and behaviors when interacting with AI teammates.
We demonstrated that purpose-based trust violations, where the Al teammate failed to cooperate with
the team goal, had a more substantial negative impact on people’s trust compared to performance-
based violations. Secondly, our study demonstrated that an apology paired with an explanation proved
to be effective for repairing purpose-based trust violations. Lastly, our novel game-theoretic situation
provided a unique platform for future studies to explore human-Al cooperation and trust dynamics
throughout the interactions. Overall, our study emphasized the importance of addressing purpose-based
trust violations and provided informative explanations alongside apologies to repair trust after viola-
tions occur. By recognizing the differential impact of trust violations on human, we advocate for inte-
grating purpose-driven design principles in Al system development.

Note

1. Two factors and corresponding items were confirmed based results from the scree plot and factor loadings
using factor analysis.
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