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HART3: HART Modeling and Analysis Techniques

Introduction

Understanding trust contagion—how trust spreads among 
human operators toward an AI teammate—is critical for 
enhancing cooperation in human-AI teams. For example, 
users who initially distrust an AI teammate may increase 
their trust after observing their human teammate who inter-
acts positively with the AI teammate. This suggests that trust 
in automation is shaped not only by direct experiences with 
and characteristics of the AI teammate, but also by social 
influences from human teammates (Guo et al., 2023). While 
previous research has examined trust contagion (Rojas & Li, 
2024), the role of conversational alignment, specifically lexi-
cal and structural alignment, in facilitating this trust conta-
gion process has received less attention. This study 
investigates how lexical and structural alignment contribute 
to this trust contagion process. By manipulating a confeder-
ate’s expressed trust level (high, low, neutral) toward an AI 
teammate, we analyzed how this influenced the linguistic 
alignment patterns of human teammates in collaborative 
interactions. Interestingly, results showed that low trust con-
ditions exhibited higher lexical alignment compared to neu-
tral and high trust conditions, suggesting that lower trust 
levels may trigger greater linguistic effort to align as a com-
pensatory mechanism for uncertainty. However, structural 
alignment scores did not show significant main effects. 
Understanding these alignment mechanisms offers practical 

insights into how trust spreads within teams and can inform 
the design for conversational agents.

Background

Effective communication in such teams often exhibits lin-
guistic alignment, wherein conversational partners uncon-
sciously adapt their language to one another (Pickering & 
Garrod, 2004). This alignment occurs at multiple levels, 
including lexical (word choice) and structural (syntactic pat-
terns) alignment. Lexical alignment refers to the degree to 
which the word choice in a conversational turn reflects that 
of the preceding turn (Srivastava et al., 2024). For example, 
if a confederate says, “The AI seems unreliable,” and the par-
ticipant responds, “Yes, it’s definitely unreliable,” the 
repeated use of “unreliable” demonstrates strong lexical 
alignment. In contrast, a response like “I don’t think it’s con-
sistent” lacks shared words, resulting in weaker lexical align-
ment. Structural alignment, on the other hand, evaluates the 
syntactic similarity between consecutive conversational 
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turns, measuring how closely the structure of one utterance 
mirrors that of the preceding, priming utterance. For instance, 
an utterance like “I am skeptical” would be represented as 
“PRON VERB ADJ,” while “I am skeptical too” extends the 
pattern to “PRON VERB ADJ ADV.” Prior research suggests 
that linguistic alignment enhances communication effi-
ciency, increases perceptions of integrity and trustworthi-
ness, and reduces task workload (Linnemann & Jucks, 2018; 
Spillner & Wenig, 2021).

In human-AI teams, lexical and structural alignment may 
serve as cognitive mechanisms for trust contagion. When 
trust-positive lexical choices (e.g., “accurate,” “reliable”) 
and syntactic structures are mirrored, trust contagion is 
amplified, leading to greater confidence in joint decision-
making. Conversely, alignment on distrust-related language 
(e.g., “risky,” “unpredictable”) fosters negative trust conta-
gion, increasing skepticism toward AI or human teammates. 
This paper investigates how lexical and structural alignment 
patterns are influenced by manipulated levels of trust 
expressed by a confederate in human-AI team interactions. 
Specifically, we examined whether low, neutral, or high trust 
conditions elicit differences in alignment behaviors.

Approach

A 2 (AI reliability: high vs. low, within-subjects) × 3 (confed-
erate trusting: high, low, neutral, between-subjects) mixed-
subject design was conducted. Each team consisted of a 
participant, a confederate, and an AI teammate, collaborating 
on a 10-round resource allocation game requiring joint deci-
sion-making. The AI performed with 100% accuracy in the 
high-reliability condition and 60% in the low-reliability con-
dition, with all participants experiencing the high-low fixed 
order to first build trust and then erode trust. Trust contagion 
was manipulated by training the confederate to display vary-
ing levels of trust toward the AI: fact-based and neutral com-
ments (neutral condition), positive attitudes (high-trusting 
condition), or skeptical remarks (low-trusting condition). 
Participants provided trust ratings for both the AI teammate 
and their human teammate on a Likert scale ranging from 1 
to 7 at around 1, 5, and 10 (Malle & Ullman, 2021). A total 
of 42 subjects were recruited.

Game session interactions between the confederate and 
the participant were transcribed, filtered, and cleaned by con-
verting text to lowercase, removing punctuation, whitespace, 
and common stop words, and excluding trivial responses 
such as single words “okay” or “yeah.” The cleaned text was 
tokenized to construct conversational pairs and filtered to 
only include the direction that the participant aligns with the 
confederate’s utterances. We calculated the lexical alignment 
score for each message as the ratio of tokens in that message 
that also appear in the preceding message, referred to as the 
“priming message.” This approach specifically analyzed 
turn-by-turn alignment when speaker roles alternated, focus-
ing on responses rather than initiating statements. The lexical 

alignment score ranges from 0 to 1, with higher scores indi-
cating greater alignment in word choice. Such differences 
illustrate how lexical alignment can vary across conversa-
tional contexts. This alignment measure captures the extent 
to which interlocutors reuse vocabulary, reflecting their cog-
nitive and social coordination.

For structural alignment, each utterance was annotated 
using the UDPipe Universal Dependencies model to extract 
Part-of-Speech (POS) patterns (e.g., “PRON VERB ADJ” 
for “I am happy”) and dependency relations (e.g., subject, 
object, modifier; Straka & Straková, 2017). Structural simi-
larity scores were computed using a string similarity func-
tion applied to the POS and dependency patterns of paired 
utterances. The final structural alignment score for each turn 
was calculated as the average similarity across POS and 
dependency structures.

Outcome

Linear mixed-effects models were fitted to predict both lexical 
alignment and structural alignment scores, with confederate 
trusting condition and reliability as fixed effects and random 
intercepts and slopes for Reliability within Participant ID to 
account for individual variation. As shown in Figure 1, the 
Reliability Condition (Low Trust) significantly increased lexi-
cal alignment (β = .02, 95% CI [.0009, .03], t[1453] = 2.08, 
p = .038), with a standardized effect size of 0.18 (95% CI [.01, 
.35]). Notably, the result suggests that participants mirrored 
more words when their teammate expressed low trust in the AI 
teammate. Reliability (Low) had no significant effect, p > .05, 
suggesting that AI performance reliability did not directly 
influence lexical alignment. For structural alignment scores, no 
significant main effects were found, p > 0.05.

To test whether lexical alignment scores predicted trust 
ratings, a multiple linear regression analysis was conducted 
to examine the predictors of trust in AI. The model was  

Figure 1.  Lexical alignment by trusting condition and AI 
reliability.
**Low Trusting Confederate Induces More Lexical Alignment.
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statistically significant, R² = .35, adjusted R ² = .31, F(5, 74)  
= 8.11, p < .001. The number of conversational turns nega-
tively predicted trust, β = −.005, p < .001, as shown in Figure 
2, suggesting that longer discussions may reinforce skepti-
cism rather than build trust. Lexical alignment did not sig-
nificantly predict trust in AI, β = .172, p = .563, suggests that 
alignment does not directly predict trust shifts and may 
function as a compensatory behavior rather than a trust-
building mechanism. The confederate trust condition sig-
nificantly influenced trust in AI, with the low-trust condition 
associated with significantly lower AI trust, β = −.844, 
p < .001. AI reliability also significantly affected trust in AI, 
β = −.313, p = .003, with low reliability reducing trust. 
Significant interaction effects were found such that the low-
trust condition combined with low AI reliability resulted in 
the lowest AI trust, β = −.807, p < .001.

Discussion and Conclusion

Our findings indicate that low-trust teammates drive greater 
lexical alignment and induce more conversational turns, 
likely as a compensatory mechanism for increased uncer-
tainty. This pattern may reflect a need to establish common 
ground when trust in the AI is questioned. Another explana-
tion is that participants subconsciously mirrored their team-
mate’s language through social mimicry—a low-effort 
affiliative response to maintain social rapport. Distinguishing 
between these mechanisms will require future studies with 
refined manipulations, such as cognitive load measures or 
process-tracing techniques, to disentangle intentional align-
ment from automatic adaptation.

Trust contagion operates primarily at the lexical level, 
with no significant structural alignment effects. One possible 
explanation is that lexical alignment requires less cognitive 
effort and occurs more rapidly, whereas structural adaptation 

may emerge over longer interactions. Additionally, the col-
laborative task may have elicited limited syntactic variability, 
further reducing the detectability of structural alignment. 
Future research should explore longer interaction periods, 
alternative syntactic similarity metrics, and individual differ-
ences in linguistic flexibility to better understand the role of 
structural alignment in human-AI trust dynamics.

These findings can inform the design of adaptive AI sys-
tems that monitor real-time linguistic alignment to infer team 
trust. Such systems could mitigate negative trust contagion 
by fostering constructive language in low-trust conditions. 
Expanding to non-verbal alignment (e.g., gaze, gestures, 
tone) would provide a more comprehensive model of trust 
contagion in human-human-AI interactions.
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