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Introduction

Trust is essential to the success of Human-AI Teams (HATs), 
enabling collaboration, decision coordination, and task shar-
ing. Yet trust is not formed in isolation—human teammates 
influence each other’s trust attitudes through a process 
known as trust contagion. Trust contagion is the process of 
one agent’s trust in a system influencing another human trus-
tor in a process born from emotional contagion theory 
(Barsade, 2002). When trust is misaligned, even a well-per-
forming AI may be underutilized due to interpersonal dis-
trust; conversely, unjustified trust propagation can result in 
over-reliance and system failure. Prior research on HATs 
modeled how trust develops in multi-agent teams (Guo et al., 
2024). Despite success in modeling trust, the extent to which 
social factors, like other trustors, are not well represented 
(Al-Ani et al., 2014; Feese et al., 2012). Qualitative research 
on the development of trust has provided potential explana-
tions for how trust develops in hybrid groups. Duan et  al. 
(2025) analyzed how trust and distrust spread in human-AI 
teams. They successfully identified four mechanisms of trust 
though particular modes of trust contagion, social informa-
tion processing and reciprocity, may be unique to humans 
acting as the source of contagion compared to an AI as the 

source of the contagion. However, most computational trust 
models and empirical studies still treat trust as an individual 
construct, neglecting how team members’ attitudes dynami-
cally shape one another’s behavior and judgment toward AI 
systems. To address this gap, we investigated how trust cues 
from a human confederate influenced team-level trust 
dynamics and decision strategies in a triadic Human-
Human-AI (HHA) team. Our study used a mixed-methods 
approach, combining Grounded Theory and Structural Topic 
Modeling to uncover both human-interpretable themes and 
scalable semantic patterns in trust-related communication.

Grounded Theory and Structural Topic Modeling

To understand the mechanisms of trust contagion, we 
employed a convergent mixed-method approach that inte-
grates Grounded Theory (GT) and Structural Topic Modeling 
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(STM). GT is a qualitative method that develops theories 
through a bottom-up approach directly from the data (Corbin 
& Strauss, 2008). GT follows an iterative process of constant 
comparison until thematic saturation is reached. It is well-
suited for capturing social processes such as trust negotiation 
and interpersonal influence but is often criticized for its sub-
jectivity, labor-intensive nature, and limitations in scalabil-
ity. STM complements GT by identifying latent topics in 
large text corpora using probabilistically mapping words to 
topics (Roberts et al., 2019). It allows researchers to discover 
high-level semantic patterns and examine how topic preva-
lence varies across experimental conditions. When used 
together, GT and STM offer methodological triangulation: 
GT provides deep interpretive insight, while STM lends 
empirical generalizability and cross-condition comparisons 
(Baumer et al., 2017). To explain trust contagion, we applied 
a mixed-method approach by integrating GT and STM to 
code in-game conversations and post-task interviews to 
uncover behavioral and cognitive themes. This integration 
enables both theory-building and scalable pattern discovery 
in understanding how social cues shape trust in Human-
Human-AI teams. Our aim for this study was to explore how 
trust contagion develops across different trust attitudes using 
a hybrid analysis method of GT and STM.

Method

A team of three—one participant, one confederate, and one 
AI teammate—played a ten-round trust-based resource allo-
cation game. The study followed a 2 (AI reliability: high vs. 
low, within-subjects) × 3 (confederate trust: high, low, neu-
tral, between-subjects) design. For reliability, the AI per-
formed with 100% accuracy in the high-reliability condition 
and 60% in the low-reliability condition. To foster initial 
trust, the high reliability condition was always presented 
before the low reliability condition. To manipulate trust con-
tagion, the confederate enacted three trust levels: neutral 
(fact-based comments), high (positive remarks about the AI), 
and low (skeptical remarks about the AI).

Participants

We collected a total sample size of N = 42 from a student 
recruitment platform. All participants’ ages ranged from 18 
to 24 years old. Every condition had the same number of 
male and female participants. Participants were compensated 
with one research credit or ten dollars of their choosing.

Procedure

After signing a consent form, participants were acquainted 
with the confederate and issued a briefing video about the 
task and their role as commander. The task began shortly 
after. The task lasted a total of 10 rounds. Within each round, 
the participant made three decisions: (1) how many points 

should they give to the AI, (2) how to split contributions 
between the team and individual rover, and (3) how many 
points they think the AI would give to the team rover. After 
the final round, participants engaged in an interview with the 
experimenter and debriefed on the experiment and the iden-
tity of the confederate.

Data

We collected conversational data from the resource alloca-
tion game and post-study interviews for further analysis. As 
the commander, the participant engaged in strategic dialogue 
with the confederate to navigate resource allocation, deliber-
ating on how to distribute points between an individual rover 
and a team rover. The human team’s goal was to gain the 
highest total score by optimally allocating points to either an 
individual rover or a team rover. Participants could also allo-
cate points to the AI with the potential to double and return 
points but could also fail to do so, introducing uncertainty 
into the decision-making process. Following the game, par-
ticipants completed a semi-structured interview where they 
reflected on their decision-making, interactions with the AI 
and confederate, and any influence the confederate had on 
their choices.

Grounded Theory

We adopted the Straussian framework (Corbin & Strauss, 
2008) and adapted a codebook development method for mul-
tiple coders (Díaz et al., 2023). Each game round served as a 
data unit eligible for coding. This unit size was agreed upon 
to balance identifiable turns in conversation while also 
including enough dialogue to analyze. Post-game interviews 
were segmented and analyzed with each question-response 
pair and its follow-ups as a data unit. Given the complexity 
of conversational data and its multiple possible interpreta-
tions, we identified a few non-mutually exclusive codes to 
capture overlapping themes. Our coding method allowed for 
the same instance of data to accommodate multiple non-
mutual exclusive codes to capture the relative complexity of 
analyzing a discussion of strategy.

Open coding. The initial open coding process used 10 par-
ticipants to establish a baseline for serial codebook develop-
ment. The first coder identified the instances of data for 
analysis, generated the codebook, and passed the instances of 
data and the codebook to the next coder. Subsequent coders 
were able to add or remove codes without seeing where the 
prior coder applied codes to data (Díaz et al., 2023); thus, the 
codebook used by the last coder was more sophisticated than 
the codebook used by the first coder.

Axial coding. The axial coding phase occurred alongside 
the open coding phase (Corbin & Strauss, 2008). We ana-
lyzed an additional eight participants serially between coders 
to push the codebook to saturation. After each round of cod-
ing, coders met to discuss the new codes they added to revise 
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the final codebook, which contains ten major axial codes. We 
completed the axial coding procedure with all coders recod-
ing the initial 10 participants from the open coding phase 
with the final codebook. Table 1 is an overview of our code-
book. To preserve semantic consistency, certain codes were 
designated as mutually exclusive. In the same turn of conver-
sation, a participant could not be both similar in attitude but 
also dissimilar. The codes for Confederate Influence and 
Attitude Similarity reflect this with mutually exclusive sub-
codes. An instance of data could only be coded with Minimal 
Debate if it lacked Confederate Considerate and Confederate 
Influence as those codes require the exertion of influence, 
whereas harmony would imply a shared mental model.

The simple intercoder reliability of a majority response 
with two out of three coders agreeing on the exact set of 
codes was 61%. From this point, a single coder coded the 
remaining 29 participant’s data with the final set of axial 
codes. This coder analyzed a total of 640 instances of data.

Structural Topic Modeling

We prepared for STM analysis by pulling our text data into 
the Quanteda and STM packages in R. First, we segmented 
text data by conversation turns, cleaned and tokenized the 
text by removing punctuation, numbers, English stop words, 
and custom stop words (e.g., “rover,” “hmm”). All words 
were lemmatized to their roots to avoid any duplicates (e.g., 
try, tried, trying) with spacyr (Honnibal et al., 2020). Next, 
we selected the ideal number of topics with the searchK 
function from the stm package with the between-subjects 
variable as our covariate. We iterated over K from 3 to 15 in 
increments of 2 and identified 11 as the ideal number of top-
ics using metrics of held-out likelihood, low residuals, and 
maintaining semantic coherence. After determining the num-
ber of topics, we passed the data into the stm function search-
ing for prevalence with the between-subjects variable as  
our covariate. We identified three topics as semantically 

incoherent resulting in their ejection. Topics that had a strong 
conceptual connection to each other were merged. Four top-
ics were deemed semantically similar enough to be consid-
ered as two topics resulting in a total of six topics. Topics 
were labeled by generating probable quotes associated with 
each topic’s FREX terms with the findThoughts function at  
a .1 threshold (Weston et al., 2023).

Results

Grounded Theory Results

Our GT analysis produced eight axial codes. We identified 
two major themes to unify the codes: AI-Related and Human 
Team-Related. The AI-Related axial codes all described how 
teams responded to the AI’s behaviors. Human Team-Related 
codes described how humans reasoned with each other to 
reach a decision for interacting with the AI. Our process of 
coding revealed that the prevalence of particular axial codes 
varied with the between-subjects condition. We identified 
where particular axial codes were highly prevalent by observ-
ing the frequency of counts as descriptives. Ultimately, our 
GT analysis produced a model for how trust contagion prop-
agates as a function of a teammate’s level of trust.

The model in Figure 1 describes how an AI teammate 
generates information that the human team factors into their 
subsequent decision to trust the AI. The loop begins with the 
human team deciding on a strategy for trusting the AI. The 
outcome of trusting the AI is understood by humans in terms 
of reliability, the AI’s objectives, and the salience of the 
error. Team members must use their understanding of the AI 
to inform a subsequent trust decision. How they reach their 
decision is a function of the individuals seeking decision 
support and the team’s similarity on attitudes. Ultimately, a 
decision on how to interact with the AI is made, either with 
minimal debate or through critical discussion on an optimal 
approach.

Table 1.  Grounded Theory Axial Codes Descriptions.

Code Description

Confederate considerate Participants directly requested decision-support from the confederate
Confederate influence Participants either accepted or rejected the decision-support of the confederate
  a. Receptive Participants accepted the confederate’s decision support
  b. Resistant Participants rejected the confederate’s decision support
Minimal debate Coders identified minimal conflict or deliberation between human teammates
Attitude similarity Participants were either aligned or unaligned with the trust attitude confederate
  a. Similar humans Participants described a high degree of agreement with the confederate
  b. Dissimilar humans Participants described a high degree of disagreement with the confederate
Seeking AI abandonment Participants identified trusting the AI as redundant to powering the team rover
Error salience Participants drew additional attention to an error the AI made
Reliability assessment Participants described the AI in terms of reliability, consistency, or predictability
AI goal inference Participants described the AI is in pursuit of a goal or fulfilling its own motive
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AI-Related Factors included codes such as Reliability 
Assessment, AI Goal Inference, and Error Salience. These 
codes reflected how participants evaluated the AI’s behavior 
to inform trust and strategy decisions. Reliability was a con-
stant concern across all three trust conditions; however, AI 
Goal Inference and Error Salience were most prevalent in 
one condition each. Error Salience was most prevalent with 
a low-trust confederate. The AI Goal Inference code was 
most prevalent with a neutral confederate with phrases that 
acknowledged the AI in pursuit of a goal like the following:

Participant: I think the AI is trying to reach 200.

Human Team-Related codes captured interpersonal coor-
dination and social influence. Codes such as Confederate 
Considerate, Attitude Similarity, and Minimal Debate 
revealed how participants either consulted or aligned with 
their teammate. We noticed participants frequently asked 
low and neutral-trust confederates for more decision-making 

support compared to high-trust confederates. Neutral con-
federates were unable to provide opinions on their level of 
trust though participants were still interested to know what 
their partner was thinking. In contrast, high-trust condition 
teams were verbally efficient with very few words exchanged 
for the team to settle on a decision. Often, the high-trust con-
federate teams maintained a strategy for multiple rounds; 
thus, limited communication was required. For example:

Participant: All right, it all right, so 10 [points] again?

High-Trust Confederate: Yeah, sure.

Neutral and high-trust confederates often experienced 
less deliberation when making a decision than the intensive 
discussions seen with low-trust confederates, though the rea-
sons for this appear to be related to participants acknowledg-
ing neutral teammates as not worth consulting and high trust 
teammates as willing to maintain a successful strategy.

Figure 1.  Conceptual framework of trust contagion based on grounded theory results.
Note. H = high; N = Neutral; L = low denote the most common trusting condition for axial codes.
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STM Topics

We produced six topics from our STM analysis that described 
team actions and emergent team states. We identified team 
three actions: Team Goal Prioritization, teams strategizing 
about powering the team rover; Strategy Adaptation, teams 
altered their strategies based on prior AI behaviors, adjusting 
their allocation patterns; and Cooperative Decision-Making, 
teams employing methods of cooperation. The three emer-
gent team states were as follows: Team Formation, partici-
pants identifying with team; Experiencing Uncertainty, teams 
experience doubt towards the AI; and Human Agreement, 
where the human team exchanged minimal information to 
confirm team actions. We used FREX terms and probable 
quotes to interpret our STM topics and label them.

Team Goal Prioritization.  This topic described the heavy 
emphasis placed on reaching the point threshold required to 
activate the team rover. The top FREX terms were: “sense,” 
“activate,” “active,” “reach,” “already,” “invest,” “triple.” 
These terms identify the dominance of the team rover as an 
objective. Participants often identified that reaching the team 
rover point threshold as the most optimal goal. For example:

Probably not the best we could have done because we activated 
the rover, but I’m sure we could have gotten higher points 
through a different strategy.

Method for Strategy Creation.  Participants often had a plan of 
action to achieve the greatest possible final score. Partici-
pants calibrated the number of points to assign to the AI 
based on prior performance. Top FREX words included 
“teammate,” “human,” “commander,” “decision,” “opin-
ion,” “mostly,” “take.” This was expected given the impor-
tance of reliability for trust calibration, as shown in the quote 
below:

My decisions were mainly influenced by the outcomes from the 
AI teammate. Specifically, I understood my human teammate’s 
skepticism, but at the same time, we wanted to reach a goal 
which was pretty easy to reach.

Accommodating for Cooperation.  Participants had their own 
methods for establishing a cooperative dynamic with the 
confederate. Top FREX words included “half,” “put,” “allo-
cate,” “mean,” “great,” “number,” and “least.” A strategy of 
compromise was common though occasionally participants 
would totally align themselves with the confederate’s atti-
tude without an argument.

Team Formation.  The FREX words included “us,” “try,” 
“course,” “say,” “wow,” “see,” “behave” describing how 
participants aligned themselves with the confederate’s per-
ceived trust level. These terms indicated that over the course 
of the task, participants converged on a cooperative dynamic 
with the confederate.

Experiencing Uncertainty.  Teams experienced constant uncer-
tainty. Top FREX words included “time,” “double,” “last,” 
“guess,” “whole,” “hopefully,” “chance.” Participants often 
tested the AI’s reliability through guesswork. Other partici-
pants took greater risks as their chances of powering the 
team rover grew slimmer throughout the task. Words like 
“guess,” “hopefully,” and “chance” express the level of 
uncertainty participants had during the task:

And then I guess, yeah, it has 22, maybe like 18, I think. 
Something around that. Hopefully it picks up on it.

Method of Cooperation.  Similar to trends identified from the 
GT analysis, we noticed the relative rarity that a participant 
would act without seeking assurance from the confederate. 
These interactions presented as a sign of both the confederate 
and the participant acting as one unit in agreement. FREX 
words signal agreeableness with words like “agree,” “good,” 
“continue,” “cool,” “error,” “agree,” “good,” “idea,” and 
“halfway.”

Results Comparison and Discussion

Our analyses revealed conceptual overlaps in the GT and 
STM results (see Figure 2). The GT analysis contributed 
towards an overall process for trust contagion in team set-
tings, but the prevalence of these ideas was better supported 
by the computational approach of STM. These analyses con-
ceptually converge, which allowed us to clarify the signifi-
cance of our observations. We identified three core themes 
common across both analyses: (1) Trust Calibration through 
Reliability Inference, (2) Mechanisms of Social Influence in 
Trust Contagion, and (3) Human Team Efficiency via 
Attitude Alignment.

For the first theme of trust calibration, GT codes such as 
Reliability Assessment and AI Goal Inference, and STM top-
ics like Method for Strategy Creation and Experiencing 
Uncertainty, revealed that participants continuously updated 
their trust based on AI behavior. This calibration process was 
most pronounced in the low-trust condition, where partici-
pants engaged in deliberate discussions and recalibrated their 
strategy following AI errors. STM reinforced this by show-
ing heightened uncertainty semantics in low-trust teams. 
Reliability appeared to be a major focus within low-trust 
teams through more frequent strategic discussions than high-
trust teams. This dynamic aligns with prior literature on 
dynamic trust calibration processes in response to perfor-
mance and social signals over time.

Our second theme uncovered the differential processing 
of trust contagion. The GT code Confederate Considerate 
revealed that participants often sought or deferred to the con-
federate’s judgment, particularly in the neutral and low-trust 
conditions. STM topics like Method of Cooperation further 
emphasized this behavioral convergence. Both analyses cap-
tured how the confederate’s expressed trust shaped the 
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participant’s behavior, even when the participant held formal 
authority. Notably, both high-trust and low-trust confeder-
ates influenced participants, but the resultant behaviors dif-
fered: High-trust confederates fostered rapid, implicit trust 
alignment, whereas low-trust confederates triggered delib-
erative, explicit discussions about AI reliability. This pattern 
matched the mechanism of trust contagion from Duan et al. 
(2025) called “reciprocity,” whereby trust expressions signal 
a normative stance that others respond to. Reciprocity engen-
ders parties to adopt each other’s relative level of trust. 
Expressions of high trust communicate that there is nothing 
to be concerned with and the strategy can be maintained, and 
expressions of low trust communicate to teammates that 
something is amiss with the current level of trust so effort 
must be directed towards reevaluating the current level of 
trust (Duan et al., 2025).

A third theme involved the efficiency and harmony of 
human team dynamics. GT codes such as Minimal Debate 
and Attitude Similarity and STM topics like Accommodating 

for Cooperation highlighted that high-trust teams operated 
with reduced verbal exchanges—often confirming decisions 
with brief affirmations. This reflects a shared mental model 
(Endsley, 1995), where less communication is needed once 
alignment is established. Conversely, low-trust teams dem-
onstrated more explicit negotiation, suggesting that trust 
misalignment increases cognitive and communicative load. 
These patterns underscore that trust contagion influences not 
only the content of team decisions but also the style and 
intensity of collaboration.

There are two main limitations in this study. First, while 
we experimentally manipulated trust contagion using a 
scripted confederate, some off-script interactions were nec-
essary to maintain organic dialogue. Although the confeder-
ate followed condition-specific scripts closely, variability in 
delivery may have introduced uncontrolled social cues. 
Future research could mitigate this limitation by either lever-
aging participants’ dispositional trust or inducing trust dif-
ferentially at baseline, thereby avoiding the need for a 

Figure 2.  Converged topics (middle) from GT results (top) and STM results (bottom).
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confederate altogether. Second, GT analyses are challenging 
in part due to the complexity of data they can capture. Our 
coding scheme evolved to a more general scope over time to 
help coders reach agreement.

Conclusion

Our study examined trust contagion in Human-Human-AI 
(HHA) teams by integrating Grounded Theory (GT) and 
Structural Topic Modeling (STM) to uncover the mecha-
nisms behind the trust spread. GT excels in uncovering con-
textual mechanisms, while STM offers scalable, 
condition-sensitive trends. Through this mixed method 
approach, we found that low-trusting and neutral teammates 
prompted greater deliberation and strategy revision, while 
high-trust teams exhibited implicit agreement and minimal 
discussion, aligning with shared mental model theory. This 
suggests that low-trust communication fosters explicit trust 
calibration, whereas high-trust communication reinforces 
existing trust through implicit reinforcement. Our proposed 
framework describes trust contagion as a dynamic interplay 
between AI behavior, human trust alignment, and team com-
munication patterns. Our converged findings from STM and 
GT demonstrate that qualitative and computational methods 
can converge on conceptually similar ideas, similar to 
Baumer et  al. (2017). We believe that this mixed method 
could be effective when analyzing large volumes of data for 
complicated behaviors like trust contagion. By understand-
ing how trust spreads in mixed human-AI teams, we can 
develop AI teammates that dynamically adjust their behav-
iors to maintain appropriate trust levels and optimize team 
performance.
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